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ABSTRACT
Due to advancements in network technologies, digital security is becoming a top priority 
worldwide.  This project aims to study how machine learning techniques can be used to learn 
patterns in fraudulent and legitimate transactions in order to detect fraudulent transactions 
using Python programming language on Jupyter notebook as the integrated development 
environment (IDE). Scikit-learn was used to process the algorithm, and Streamlit and Heroku 
platforms were used for deployment of the algorithms. This was incorporated into a web 
application that allows the user to upload data that is analyzed by the system to detect 
fraud. The Classification report and Confusion matrix are used to evaluate each model’s 
accuracy. The random forest model gave an accuracy of 99.95 %. At the end of this study, 
a web-based application was developed to allow users upload data and also to detect 
fraudulent online based transaction.
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Introducton

Background Information
Fraud is an art and crime of deceiving and scamming people in their fi nancial transactions. Credit 
card fraud is a broad term used to defi ne fraud that is committed using a payment card (David Uejio 
2021). Th e initial incident of credit card fraud occurs when a fraudster either steals a physical card, or 
illegally obtains a victim’s card details.

Credit card generally refers to a card that is assigned to the customer (cardholder), usually allowing 
them to purchase goods and services within credit limit or withdraw cash in advance. It provides 
the cardholder an advantage of the time, i.e., it provides time for their customers to repay later in a 
prescribed time, by carrying it to the next billing cycle. Th e concept of fraud is present in the earliest 
writings of history and has since developed into an evolutionary subset of fi nancial fraud (William 
and Marc-André, 2019). Fraud today comprises of many diff erent types, such as consumer fraud, 
identity theft, credit card fraud etc. With diff erent frauds mostly credit card frauds, often in the news 
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for the past few years, frauds are in the top of mind for most the world’s population. Credit card dataset 
is highly imbalanced because there was more legitimate transaction when compared with a fraudulent 
one.

As use of online payment transactions continues to rise world-wide so does the fraud associated with 
them. Even with the measures put into place to stop these, fraudsters are continually changing the ways 
to which they exploit others therefore an effi  cient fraud detections method needs to be adopted which 
can detect and learn from past fraudulent transactions so that it can adapt to future methods of fraud in 
order to detect them before they occur (Mishra, 2016). Credit card fraud is defi ned as the unauthorized 
use of a payment card, this occurs when fraudsters obtain the physical card or the victim’s card details 
(Shabad and Kavitha, 2018). 

Th e growing development of online transactions have increased rapidly over the last decade due to 
advancements in network technologies making it the most popular payment method for online purchases, 
meaning that credit cards and other online payment models are involved. Businesses, Companies, 
Finance companies and Institutions now provide online services such as e-commerce in order to off er 
customers better effi  ciency and accessibility. Online transactions have some drawbacks because the card 
or cardholder do not need to be present for a transaction to be completed therefore making it diffi  cult 
for merchants to determine if the customer is the genuine cardholder.

Th e scam usually occurs when someone accesses your credit or debit card numbers from unsecured 
websites or via an identity theft scheme to fraudulently obtain money or property. Due to its recurrence 
and fi nancial institutions, it is crucial to take preventive measures as well as identifying when a transaction 
is fraudulent. Necessary prevention measures can be taken to stop this abuse of such fraudulent practices 
can be studied to minimize it and protect against similar occurrences in the future. 

Fraud detection involves monitoring the activities of populations of users in order to estimate or avoid 
objectionable behavior, which consist of fraud, intrusion, and defaulting. Th is is a very relevant problem 
that demands the attention of communities such as machine learning and data science where the 
solution to this problem can be automated. It can be utilized to eff ectively identify suspicious patterns 
in transactions. Due to the advancement of fraudulent attacks, advanced fraud detection model (FDS) 
is required to detect fraudulent transactions (Benson and Annie, 2020).

Credit card usage has enormously been increased during the last years according to (Sudjianto et al. 
2019), 120 million cards were created in Germany and brought into use from 2004 which led to total 
credit card purchases of €375 billion at the same year. With respect to usage from 2005, there was an 
increase of 4% on the overall credit card usage (Volinsky and Wilks 2019). 

(Delamaire et al., 2019) defi ned credit card as “a method of selling goods or services without the buyer 
having cash in hand”. A credit card transaction involves four entities. Th e fi rst entity is the consumer; 
that is the person who owns the card and who carries out the legitimate transactions. Th e second entity is 
the credit card issuer; that is usually the consumer’s bank – also known as issuing bank – which provides 
the credit services to consumer. Th e credit card issuer sends the bill to the consumer in order to request a 
payment for their credit card transactions. Th e third entity is the merchant who sells goods or services to 
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the consumer by charging consumer’s credit card. Th is charge is achieved through merchant’s bank the 
forth entity which sends the request for the transaction to the issuing bank. Th e issuing bank will check 
whether the amount of the transaction does not reach the credit card’s limit before authorizing that 
transaction. If the transaction is valid the issuing bank will block the requested amount from consumer’s 
credit card account and send an authorization response to merchant bank. As soon as the authorization 
response is received by the merchant’s bank, the merchant is notifi ed; the transaction is marked as 
completed and the consumer can take the goods. Th e blocked amount on consumer’s credit card account 
was transferred into merchant’s bank account in the following days.

Although the use of credit cards as a payment method can be really convenient for our daily transactions; 
people must be aware of the risks that they impose themselves while using their credit cards. More 
precisely, the incremental usage of credit cards gave the opportunity to fraudsters to exploit their 
vulnerabilities (Delamaire et al., 2019). Credit card fraud refers to any illegal and unauthorized activity 
on the use of credit cards which is undertaken by a fraudster. According to (Volinsky 2015) credit card 
fraud has been increased between 2015 and 2017. Moreover, Bolton et al. (2012) claim that in United 
Kingdom the total losses of credit card fraud, for 2020, were £286 million (Bolton, 2016). In United 
States the total losses for 2019 were as high as $3.56 billion; an increase of 10.2% comparing to the 
previous year. An interesting question arises as to who is responsible to pay for all those losses in case of 
a credit card fraud. (Delamaire et al., 2019) claim that merchants are really vulnerable in case of a credit 
card fraud because they are required to pay for the losses due to the so-called charge-backs. Chargebacks 
are requested by the consumer’s bank as soon as the consumer reports a transaction as unauthorized.

Aim and Objectives
Th is project aims to design and implement a model that detects credit card fraud. Th e objectives of this 
study are as follows:
i. To design a model to detect credit card fraud using machine learning. 
ii. To implement the design of the model in (i) using Python language.
iii. To evaluate project work identifying success criteria and future work.

Literature Review

Machine learning uses algorithms to predict or classify data based on previous data therefore learning 
from past data characteristics to accurately classify or predict new data (Talabis, 2015). Algorithms 
used in machine learning to predict credit card fraud can be classifi ed into two groups supervised and 
unsupervised learning.

In supervised learning, data is labelled i.e., fraud or genuine, this is used as a basis by the machine learning 
algorithm model to label unclassifi ed data for example in credit card fraud detection past transaction 
data is marked as fraudulent or genuine, the characteristics of these transactions are then used to predict 
new records. It uses techniques such as linear regression and classifi cation. Classifi cation techniques can 
be used to recognize patterns in data which can by a machine learning model to learn characteristics of 
fraudulent transactions to accurately detect fraud (Talabis, 2015).
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Unsupervised learning uses unlabeled data and classifi es into structures that have common elements 
this can be used to detect account behavior such as amount spent, times of transaction and location, 
these methods can be used to build a behavioral model of legitimate account activity which can then be 
compared to new records to identify anomalies such as fraudulent activities (Talabis, 2015).

Artifi cial Neural Network is a hybrid form of machine learning that uses both supervised and 
unsupervised learning, the structure of this type of machine learning mimics the functions of a human 
brain, similarly to brain function it uses associative memory and pattern recognition to predict outcomes 
of future events. Th is machine learning model can be used for classifi cation (Analysis of Credit Card 
Fraud Detection Techniques, 2016).  According to the majority of fraud detection model studies are 
based on neural networks because of its ability to learn from the past therefore allowing it to get better 
with time as it fed more data (Zareapoor et al., 2019). 

Reducing Scalability Issues and improving Effi ciency
(Mareeswari and Gunasekaran, 2016) has proposed a credit card fraud detection model that tackles 
scalability issues and imbalanced datasets in existing models. Th e main objective of the model is to 
reduce discrepancies such as scalability issues, low response time, and ineffi  ciency. Th e model contains 
the dataset inputted for credit card fraud detection; the dataset is split into two before analysis. Th is 
model component was replicated in the design of the model for detecting fraud to reduce scalability and 
increase effi  ciency.

Wiese et al. (2019) suggest an implementation of Artifi cial Neural Networks (ANNs) for detecting credit 
card fraud. Th eir implementation takes into account a sequence of transactions that have occurred at 
some time in the past, in order to determine whether a new transaction is legitimate or fraudulent. Th ey 
believe that “looking at individual transactions” only is misleading since it cannot face any periodical 
changes in spending behavior of a customer (Wiese and C. Omlin, 2019). Th ey call their approach as 
“Long Short-term Memory Recurrent Neural Network (LSTM)”.

Guo et al. (2018) suggest a diff erent implementation of ANNs by converting the training samples into 
confi dence values using a specifi c mathematical formula and then supply these values to train the ANN 
– instead of the original training samples. Th ey call their approach as “confi dence-based neural network” 
and they claim that it can achieve promising results in detecting credit card fraud.

Another implementation of ANNs is suggested by Patidaret al. (2020) “Credit Card Fraud Detection 
Using Neural Network,”. Th ey use the genetic algorithm; the details of which can be found in (Whitley, 
2014) “A genetic algorithm tutorial,” Statistics and Computing in order to derive the optimal parameters 
of ANN (Sharma, 2020) “Credit Card Fraud Detection Using Neural Network”. Like many other data 
mining techniques, ANNs make use of a number of parameters which need to be specifi ed by software 
developers. Although the values of theses parameters can seriously aff ect the predicting accuracy of 
ANN models; a standard practice for specifying these parameters has never been established. Th e use 
of genetic algorithm which is suggested by Patidar et al. (2020) “Credit Card Fraud Detection Using 
Neural Network,” can help in deciding these optimal parameters. Th ey call their approach as “Genetic 
Algorithm Neural Network (GANN)”.
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Chen et al. (2016) suggest an implementation of SVM which they call “Binary Support Vector 
Model (BSVS)”. One of the main problems of data mining techniques arises in situations where the 
training samples have an imbalanced distribution also known as skewed distribution. In such a case 
the misclassifi cation rate is increased whereas the predicting accuracy of the classifi er is reduced. Th e 
approach of Chenet al. (2016) is insensitive to skewed distribution of training samples. An innovative 
implementation of SVMs for detecting credit card fraud is also suggested by Chen et al. (2014) 
“Detecting Credit Card Fraud by Using Questionnaire-Responded Transaction Model Based on 
Support Vector Machines,”. Th ey suggest from the issuing banks to ask their new customers to fi ll some 
questionnaires that can help them understand the spending habits of the customers. Th is is particularly 
useful since there is no any prior history on the spending behavior of new customers and therefore the 
detection techniques cannot spot fraudulent transactions at the initial stage. Th erefore, the answers to 
the questionnaires can be used in a similar manner to the historical information of each customer. Th ey 
call their approach as “Questionnaire-Responded Transaction Model” (QRT Model).

Maes et al. (2021) suggest an implementation of BBNs for detecting credit card fraud “Credit Card 
Fraud Detection Using Bayesian and Neural Networks,”. Th ey claim that their approach can detect up 
to 8% more fraudulent transactions than ANNs can do. To the best of writer’s knowledge, this is the only 
article in literature which suggests the use of BBNs in credit card fraud.

Sahin et al. (2018) provide three diff erent implementations of decision trees for detecting credit 
card fraud “Detecting Credit Card Fraud by Decision Trees and Support Vector Machines,”. Th ese 
implementations are called C5.0, C&RT and CHAID. Th eir diff erences lie in the way in which they 
construct the tree as well as the pruning algorithm which they use to remove erroneous branches and 
nodes “Predicting business failure using classifi cation and regression tree”.

According to the experiments made by Sahinet al. (2017), the best predicting accuracy was achieved by 
C5.0 with an average of 92.80%, following by CHAID with 92.22% and fi nally by C&RT with 91.34% 
“Detecting Credit Card Fraud by Decision Trees and Support Vector Machines,”. In their experiments, 
the three DT implementations outperformed the SVM implementation which achieved an average 
accuracy of 88.38% “Detecting Credit Card Fraud by Decision Trees and Support Vector Machines,”.
YU et al. (2019) suggest an implementation of outlier detection technique, “Research on Credit Card 
Fraud Detection Model Based on Distance Sum,”. Th e similarity metric that they use to detect outliers 
is called distance sum. Th is is mathematically explained in the research on Credit Card Fraud Detection 
Model Based on Distance Sum”. 

Yamanishi et al. (2014) suggest another implementation of outlier detection for detecting credit card 
fraud “On-Line Unsupervised Outlier Detection Using Finite Mixtures with Discounting Learning 
Algorithms,”. Th ey call their approach as “SmartSifter” and claim that it can be applied in real time. 
Th is means that a new transaction is checked as soon as it arrives before being authorized. Th is is not 
the case for most fraud detection models because real time detection is time consuming. Most of them 
will check the newly authorized transactions at some time in the future for example once a day in a 
batch processing mode. Th e main disadvantage of this approach is that a fraud is just detected but not 
prevented. If, for instance, a fraud was committed in a physical shop then the fraudster would take the 
products and run away before the bank discover this fraud. Th erefore, somebody; either the legitimate 
cardholder or merchant or bank would need to pay the losses of this fraud.
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Srivastava et al. (2018) suggest an implementation of Hidden Markov Model (HMM) which promises 
a good predictive accuracy and a minimal misclassifi cation error “Credit Card Fraud Detection Using 
Hidden Markov Model,”. However, their approach does not perform well on new customers where 
historical information is not available. Again there is no other implementation of HMM for credit card 
fraud to the best of writer’s knowledge.

Chapter Summary
Card transactions are always unfamiliar when compared to previous transactions made by the customer. 
Th is unfamiliarity is a very diffi  cult problem in real-world. Th e proposed model for this project is to design 
and create an application that uses machine learning algorithms that learns from previous fraudulent 
transactions in order to analyze online card transactions and detect fraudulent activity. A comprehensive 
survey conducted by (Clifton Phua, 2017) and his associates have revealed that techniques employed 
in this domain include data mining applications, automated fraud detection, adversarial detection. In 
another paper, Suman, Research Scholar, GJUS&T at Hisar HCE presented techniques like Supervised 
and Unsupervised Learning for credit card fraud detection. Even though these methods and algorithms 
fetched an unexpected success in some areas, they failed to provide a permanent and consistent solution 
to fraud detection.

A similar research domain was presented by Wen-Fang YU and Na Wang where they used Outlier 
mining, Outlier detection mining and Distance sum algorithms to accurately predict fraudulent 
transaction in an emulation experiment of credit card transaction data set of one certain commercial 
bank. Outlier mining is a fi eld of data mining which is basically used in monetary and internet fi elds. 
It deals with detecting objects that are detached from the main model i.e., the transactions that aren’t 
genuine. Th ey have taken attributes of customer’s behavior and based on the value of those attributes 
they’ve calculated that distance between the observed value of that attribute and its predetermined value. 
Unconventional techniques such as hybrid data mining/complex network classifi cation algorithm is 
able to perceive illegal instances in an actual card transaction data set, based on network reconstruction 
algorithm that allows creating representations of the deviation of one instance from a reference group, 
an adequate proved has been shown for the ineffi  cient typically on medium sized online transaction.
Th e proposed model was an eff ort to progress from a completely new aspect whereby there was 
improvement in the alert feedback interaction in case of fraudulent transaction. In case of fraudulent 
transaction, the authorized model would be alerted and a feedback would be sent to deny the ongoing 
transaction.

Research Methodology

Machine learning algorithms employ prior data to forecast or categorize data, therefore learning from 
past data features to properly classify or predict future data (Talabis, 2015). Machine learning algorithms 
used to forecast credit card fraud are divided into two categories: supervised learning and unsupervised 
learning. In supervised learning, data is labeled as fraudulent or genuine, and the machine learning 
algorithm model uses this as a foundation to label unclassifi ed data. For example, in credit card fraud 
detection, past transaction data is labeled as fraudulent or genuine, and the characteristics of these 
transactions are then used to predict new records. It employs techniques like linear regression and 
classifi cation. Classifi cation techniques can be used to recognize patterns in data, which can then be 
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used by a machine learning model to learn characteristics of fraudulent transactions in order to detect 
fraud accurately (Talabis, 2015).

Unsupervised learning classifi es unlabeled data into structures with common elements, which can be 
used to detect account behavior such as amount spent, time of transaction, and location. Th ese methods 
can be used to build a behavioral model of legitimate account activity, which can then be compared to 
new records to identify anomalies such as fraudulent activity (Talabis, 2015).

Artifi cial Neural Networks (ANNs) are a type of machine learning that uses both supervised and 
unsupervised learning. Th e structure of this type of machine learning mimics the functions of the human 
brain, and it uses associative memory and pattern recognition to predict the outcomes of future events. 
According to the majority of fraud detection model research, neural networks are used because of their 
capacity to learn from the past, allowing them to improve over time as more data is fed into them 
(Zareapoor et al., 2012).

Neural Networks

A neural network can be used for machine learning to create a model that functions based on the 
human brain. Neurons are used in the network to analyze data and connect it to a multi-layered network 
(Raghavendra and Lokesh, 2011). Th e neural network will determine if the transaction is genuine or 
fraudulent in a logistic regression fashion by applying 0 for a genuine transaction, and 1 for a fraudulent 
transaction. Th e three layers of a neural network consist of an input layer, hidden layer, and output layer. 
Th e input layer contains the features of the data to analyze and the hidden layer contains the weights that 
determines the outcome in the output layer. Th e outcome (genuine or fraudulent) is then demonstrated 
in the output layer. An example model of a neural network implemented for credit card fraud detection is 
exhibited in fi gure 1 from the Raghavendra Patidar and Lokesh Sharma, 2011 publication. Th e artifi cial 
neural network is shown in fi gure 1 below.
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Figure 1: Arti� cial Neural Network for Credit Card Fraud Detection 
(Raghavendra Patidar and Lokesh Sharma, 2011).
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(Suvasini et al, 2009) has developed a system to detect credit card fraud, it uses rule-based fi lters that 
are commonly used in velocity checks and then adds the transaction to conduct a belief analysis. If the 
transaction is deemed as suspicious, it is then then checked against a dataset that is split into two and 
then used to train the Bayesian learner before concluding that the transaction is genuine or fraudulent. 
Th is system also splits the datasets into two before being processed by a detection algorithm. Th is system 
uses the same velocity checks that are conducted during online transactions (Scott Stone, 2016); by 
implementing what is in this system to the proposed system, velocity checks can be used in fusion 
with a fraud detection algorithm, the algorithm chosen can then be incorporated with the same fusion 
approach.

Card transactions are always unfamiliar when compared to previous transactions made by the customer. 
Th is unfamiliarity is a very diffi  cult problem in real-world. Th e proposed system for this project is to 
design and create an application model that uses machine learning algorithms that learns from previous 
fraudulent transactions in order to analyze online card transactions and detect fraudulent activity. Th is 
allows practitioners/users to upload transaction data and the results was displayed. 

Data Collection

Data is collected from an online anonymized dataset from Kaggle. Th e dataset contains 984 transactions 
and 32 features. Because of the anonymity of the dataset, most features are represented as V1-V28 which 
are undisclosed. Table 1 below shows basic features that are captured when any transaction is made and 
would be utilized in this project. 

Table 1: Raw features of credit card transactions.
Attribute name Description

Transaction id Identi� cation number of a transaction
Cardholder id Unique Identi� cation number given to the cardholder
Amount Amount transferred or credited in a particular transaction by the customer
Time Details like time and date, to identify when the transaction was made
Label To specify whether the transaction is genuine or fraudulent

Scikit-learn

Scikit-learn is a machine learning tool that uses Python to develop machine learning models (Fabian 
Pedregosa, 2011), the data processes much faster as Python is a general-purpose language. When 
Pedregosa analyzed the speed of the diff erent machine learning algorithms it was found that Scikit-
learn was the fastest when processing algorithms. Streamlit is an open-source Python library that makes 
it easy to create and share beautiful, custom web apps for machine learning and data science. It allows 
to build and deploy powerful data apps in minutes. Th is library is chosen to run the system. In order 
to successfully perform a suffi  cient data preparation step for the system model, a deep understanding 
of the data is needed, this ensures data quality and availability of quality data fed to the model for the 
model to have maximum performance. Th e dataset is collected from an online anonymized dataset from 
Kaggle. Th e data contains 419 fraudulent transactions out of 269 transactions. Th is diff erence between 
the fraudulent and normal transactions shows a large gap which tells us that the data is very imbalanced, 
this can have a negative eff ect on the model such that when it makes a prediction, it does so with high 
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accuracy while unknown to the users that the algorithm is only making predictions for only one class 
which is the dominating class. We will need to balance it so we can build a model capable of identifying 
fraudulent transactions.

SMOTE (Synthetic Minority Over-Sampling Technique) is used to perform the oversampling on the 
dataset by selecting 484 normal cases and 484 fraud transactions to make a balanced dataset.

Implementation and Evaluation

Th e following section explains the system development based on the modeling and designs specifi ed in 
previous chapters. Code screenshots were used to highlight the functionalities of the system. It presents 
results for model-based machine learning techniques for predicting credit card fraud deployed using 
Heroku. From the data preparation, where the dataset was preprocessed and the synthetic minority 
over-sampling technique (SMOTE) was performed on it to make a balanced dataset. A screenshot of 
the code used to implement the data sampling is shown in fi gure 2.

 

Figure 2: Code screenshot on handling imbalanced data. 

 

The new sample is created as shown in the image below. The imbalance data has 303 normal 

observations and 484 fraud observations, while after oversampling, the balanced dataset has 484 

normal transactions and 484 fraudulent transactions.  

4.1.2 Modelling 

The code below is used to create the random forest model, amongst the rest (KNN, Decision tree, 

neural network) before creating the model, the feature selection method is used to select features 

fed into the model based on their importance. 

For Neural network and KNN, they are being modelled with all the features. The modelled data 

screenshot and a graph displaying the feature importance is shown in figure 3 and 4 below 

respectively 

Figure 2: Code screenshot on handling imbalanced data

Th e new sample is created as shown in the image below. Th e imbalance data has 303 normal observations 
and 484 fraud observations, while after oversampling, the balanced dataset has 484 normal transactions 
and 484 fraudulent transactions. 

Modelling
Th e code below is used to create the random forest model, amongst the rest (KNN, Decision tree, neural 
network) before creating the model, the feature selection method is used to select features fed into the 
model based on their importance.
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For Neural network and KNN, they are being modelled with all the features. Th e modelled data 
screenshot and a graph displaying the feature importance is shown in fi gure 3 and 4 below.

 

Figure 3: Code screenshot of data modelling 

 

 

Figure 3: Code screenshot of data modelling

 

Figure 4: Graph displaying the Feature Importance of each feature in the dataset. 

4.2 Implementation of a Web Application 

The system has been fully built and is ready to be used. The images below show the GUI before a 

dataset is uploaded and after a dataset has been uploaded. The image below in figure 5 is the 

screenshot that shows the GUI welcome page of online credit card fraud detection after running it 

on a web application. 

 

 

 

 

Figure 4: Graph displaying the Feature Importance of each feature in the dataset.

Implementation of a Web Application
Th e system has been fully built and is ready to be used. Th e images below show the GUI before a dataset 
is uploaded and after a dataset has been uploaded. Th e image below in fi gure 5 is the screenshot that 
shows the GUI welcome page of online credit card fraud detection after running it on a web application.
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Figure 5:  GUI welcome page of Online Credit Card Fraud Detection 

 

Figure 6: Sample Credit Card Fraud Dataset 

Figure 6 above is the screenshot of the sample credit card fraud dataset with the time and 

volume and the dataset frame of (283726, 31) 
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Figure 6: Sample Credit Card Fraud Dataset

Figure 6 above is the screenshot of the sample credit card fraud dataset with the time and volume and 
the dataset frame of (283726, 31)
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Figure 7: Dataset Description 

The figure 7 above is showing the Dataset Description Table 

 

Figure 8: Analysis of the Credit Card Fraud Samples Dataset 

 

Figure 7: Dataset Description 

The figure 7 above is showing the Dataset Description Table 

 

Figure 8: Analysis of the Credit Card Fraud Samples Dataset 

Figure 7: Dataset Description
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Figure 8: Analysis of the Credit Card Fraud Samples Dataset

Th e above image fi gure 8: showcase the screenshot of the analysis of credit card fraud dataset sample. 
Th e number of normal transaction is 283253 and the number of fraudulent transaction is 473.
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The above image figure 8: showcase the screenshot of the analysis of credit card fraud dataset 

sample. The number of normal transaction is 283253 and the number of fraudulent transaction is 

473. 
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Figure 10: Random Forest Model

Figure 10 above shows the training of the Random Forest Model is complete.

System Evaluation
Evaluation of the model is carried out to determine the model performance - if it is good or bad; if it 
can be used eff ectively on other datasets and produce a good outcome. Th e accuracy is determined by 
comparing the predicted and actual data, it is the ratio of number of correct predictions to the total 
number of input samples. Th e accuracy works well when we have a balanced dataset where the number 
of predictions in each class is equal. Each model has its own accuracy. Th e accuracy of the random forest 
model is shown in fi gure 11 below.
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Figure 10 above shows the training of the Random Forest Model is complete. 

4.3 System Evaluation 

Evaluation of the model is carried out to determine the model performance - if it is good or bad; if 

it can be used effectively on other datasets and produce a good outcome. The accuracy is 

determined by comparing the predicted and actual data, it is the ratio of number of correct 

predictions to the total number of input samples. The accuracy works well when we have a 

balanced dataset where the number of predictions in each class is equal. Each model has its own 

accuracy. The accuracy of the random forest model is shown in figure 11 below. 

 

 

Figure 11: Accuracy of the random forest model. 
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A classification report is used to measure the quality of predictions from a classification algorithm. 

The classification report shows Precision, Recall and the F1 score. 

Figure 11: Accuracy of the random forest model.

Classifi cation Report
A classifi cation report is used to measure the quality of predictions from a classifi cation algorithm. Th e 
classifi cation report shows Precision, Recall and the F1 score.

Precision
Th is is the ability of a classifi er not to label an instance positive that is actually negative. It is the ratio of 
the true positives to the sum of the true and false positives.

TP= True Positives
FP= False Positives
Precision – Accuracy of positive predictions.
Precision = TP / (TP + FP)

44..33..22..11  PPrreecciissiioonn  

This is the ability of a classifier not to label an instance positive that is actually negative. It is the 

ratio of the true positives to the sum of the true and false positives. 

TP= True Positives 

FP= False Positives 

Precision – Accuracy of positive predictions. 

Precision = TP / (TP + FP) 

 

Figure 12: Precision for data analysis 

4.3.2.2 Recall 

Recall is the ability of a classifier to find all positive instances. it is defined as the ratio of true 

positives to the sum of true positives and false negatives. 

Figure 12: Precision for data analysis
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Recall
Recall is the ability of a classifi er to fi nd all positive instances. it is defi ned as the ratio of true positives 
to the sum of true positives and false negatives.

FN= False Negatives
Recall -Fraction of positives that were correctly identifi ed
Recall = TP/(TP+FN)

F1 Score
Th e F1 score is a weighted harmonic mean of precision and recall such that the best score is 1.0 and 
the worst value is 0.0, F1 scores are considered lower than accuracy measure because they enbed both 
precision and recall into their computation. Th e weighted average of F1 is used to only compare classifi er 
models, which in this case, is one. Th e classifi cation report of the model is given in by fi gure 13 below.

FN= False Negatives 

Recall -Fraction of positives that were correctly identified 

Recall = TP/(TP+FN) 

4.3.2.3 F1 Score 

The F1 score is a weighted harmonic mean of precision and recall such that the best score is 1.0 

and the worst value is 0.0, F1 scores are considered lower than accuracy measure because they 

enbed both precision and recall into their computation. The weighted average of F1 is used to only 

compare classifier models, which in this case, is one. The classification report of the model is given 

in by figure 13 below. 

 

Figure 13: Classification report  

5.1 CONCLUSION 

This research has listed out the most common methods of fraud along with detection methods and 

reviewed recent findings in this field. This paper has also explained in detail, how machine learning 

can be applied to get better results in fraud detection along with the algorithm, code screenshots, 

explanation and its implementation. By applying the SMOTE, to balance the dataset, it was 

observed that the models performed better, Decision tree, Random Forest, Neural network and K-

nearest neighbor and algorithms was used to fit and train the data. They also appear in the system 

Figure 13: Classifi cation report 

Conclusion

Th is research has listed out the most common methods of fraud along with detection methods and 
reviewed recent fi ndings in this fi eld. Th is paper has also explained in detail, how machine learning can 
be applied to get better results in fraud detection along with the algorithm, code screenshots, explanation 
and its implementation. By applying the SMOTE, to balance the dataset, it was observed that the 
models performed better, Decision tree, Random Forest, Neural network and K-nearest neighbor and 
algorithms was used to fi t and train the data. Th ey also appear in the system to allow user select a model 
of choice. Th e Random Forest gave an accuracy of 99.58, however, the effi  ciency decreases when trained 
with imbalanced transaction datasets.
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